
🕵 NLP Proje Görev,: Sektörel ReAct Ajanı Tasarımı 

Bu projede, stat.k cevaplar veren b.r D.l Model.n. (LLM), düşünen, karar veren ve dış 
kaynakları kullanarak problem çözen b.r Otonom Ajan'a (ReAct Agent) 
dönüştüreceks.n.z. 

🎯 Projen,n Amacı 

S.ze ver.len temel kod .skelet.n. kullanarak; bel.rled.ğ.n.z özel b.r t.car. alan .ç.n (Örn: E-
T.caret, Hukuk, Sağlık, Loj.st.k vb.) özelleşm.ş b.r yapay zeka as.stanı gel.şt.rmekt.r. 
Ajanınız, o sektöre a.t tekn.k dökümanları veya ver.ler. kullanarak kullanıcının sorularını 
"muhakeme ederek" (reason.ng) cevaplamalıdır. 

🔗 Kaynaklar 

• Temel Kod (Notebook): Google Colab L.nk. 

https://colab.research.google.com/drive/1P_6jWDjVKEgOgPZXxUCXIeyg5ERIt4Pl
?usp=sharing  

• Teor,k Kılavuz: ReAct - Reason,ng and Act,on.pdf (Ekte paylaşılmıştır) 

 

📝 Adım Adım Yapılacaklar 

1. Adım: Sektör ve İş Model, Seç,m, 

Her öğrenc. farklı b.r alan seçmel.d.r. Seçt.ğ.n.z alanın "tekn.k b.lg." gerekt.ren b.r yönü 
olmalıdır. 

• Örnekler: S.gorta Pol.çes. As.stanı, Kr.pto Para Anal.st., İlaç Prospektüs Uzmanı, 
İmar Yönetmel.ğ. Danışmanı vb. 

2. Adım: Ver, Toplama ve B,lg, Tabanı Oluşturma (Knowledge Base) 

Seçt.ğ.n.z sektöre a.t, halka açık (publ.c) ver.ler. toplayın. Bu ver.y. model.n.ze öğretmek 
.ç.n .k. yoldan b.r.n. seçeb.l.rs.n.z: 

• Yol A (RAG - Öner,len): Ver.ler.n.z. "chunk"lara bölün, embedd.ngler.n. çıkarın ve 
b.r Vektör Ver.tabanına (Chroma/P.necone vb.) kayded.n.  

• Yol B (LoRa): Ver.ler.n.zle b.r Base Model. (örn: Qwen, Llama, M.stral vs.) f.ne-tune 
ederek sektörel b.lg.ye sah.p b.r LoRa adaptörü eğ.t.n. 

3. Adım: ReAct M,mar,s,ne Geç,ş (En Kr,t,k Adım) 

S.ze ver.len Colab kodunu kullanarak şu entegrasyonu yapmalısınız: 

1. RAG/LoRa'yı "Tool" Olarak Tanımlayın: 

https://colab.research.google.com/drive/1P_6jWDjVKEgOgPZXxUCXIeyg5ERIt4Pl?usp=sharing
https://colab.research.google.com/drive/1P_6jWDjVKEgOgPZXxUCXIeyg5ERIt4Pl?usp=sharing


o Klas.k RAG s.stemler. soruyu alır ve cevabı ver.r. ReAct m.mar.s.nde .se 
s.stem.n.z cevabı değ.l, ham b,lg,y, (context) döndüren b.r fonks.yon (Tool) 
olmalıdır.  

o Fonks.yonunuz, Ajanın (LLM) .ht.yaç duyduğunda çağırab.leceğ. b.r araç 
olmalıdır (Örn: .nsurance_pol.cy_search_tool).  

2. System Prompt Tasarımı: 

o Ajanınızın beyn.n. tasarlayın. Ona hang. araçlara sah.p olduğunu ve nasıl 
düşünmes. gerekt.ğ.n. (Thought -> Act.on -> Observat.on) anlatan b.r 
prompt yazın.  

4. Adım: Senaryo Testler, 

Ajanınızı aşağıdak. .k. senaryo türünde test ed.n ve loglarını kayded.n: 

• Senaryo A (Tek Atımlık Sorgu): Doğrudan dökümandan bulunacak cevaplar. 

o Örn: "X s.gortasının .ptal süres. kaç gündür?"  

• Senaryo B (Çok Adımlı / Mult,-Hop Sorgu): Ajanın önce dökümandan b.lg. çek.p, 
sonra bu b.lg.yle mantıksal çıkarım yapmasını gerekt.ren sorular. 

o Örn: "Geçen yılın c.rosunu rapordan bul ve bugünkü dolar kuruyla TL'ye 
çev.r." (Burada hem rapor okuma hem hesaplama/kur b.lg.s. gerek.r).  

 

📦 Tesl,m Ed,lecekler 

1. G,thub Reposu: 

o Çalışan ..pynb (Colab) dosyası veya Python scr.ptler.. 

o Kullanılan requ.rements.txt. 

o Seç.len ver. set.nden örnekler. 

2. Proje Raporu (PDF): 

o Seç.len sektör ve neden.. 

o Kullanılan Yöntem (RAG m. LoRa mı?) ve m.mar. şeması. 

o Trace Çıktıları: Ajanın "Düşünme" adımlarını (Thought, Act.on, 
Observat.on) gösteren örnek loglar. 

o Karşılaşılan zorluklar (Örn: Sonsuz döngüye g.rme, halüs.nasyon vb.) ve 
çözümler.n.z. 

 



💡 İpuçları ve Uyarılar (Dökümandan Notlar) 

• Sonsuz Döngü (Inf,n,te Loop): Ajan bazen cevabı bulamazsa sürekl. aynı aramayı 
yapab.l.r. Döngü l.m.t. (max_turns) koymayı unutmayın (Örn: En fazla 5 adım).  

• Halüs,nasyon: Ajan el.nde olmayan b.r aracı (örn: ema.l_sender) uydurup 
çağırmaya çalışab.l.r. System Prompt'ta araçlarınızı çok net tanımlayın.  

• D,l Sorunu: Eğer ver.n.z İng.l.zce, sorular Türkçe .se Ajan kafası karışab.l.r. Prompt 
.ç.nde "Her zaman Türkçe düşün" komutu vererek bunu çözeb.l.rs.n.z.  

 

 

EK: ReAct (Reason,ng + Act,ng) M,mar,s, ve RAG Entegrasyon Rehber,  
  
1. G,r,ş ve Temel Kavramlar  
1.1 ReAct Ned,r?  
ReAct (Reason.ng + Act.ng), Büyük D.l Modeller.n.n (LLM) sadece met.n üreten stat.k 
yapılar olmaktan çıkıp, problem çözen otonom ajanlara dönüşmes.n. sağlayan b.r prompt 
mühend.sl.ğ. ve m.mar. parad.gmadır.  
Yao et al. (2022) tarafından ortaya konan bu yaklaşım, model.n b.r görev. yer.ne get.r.rken 
.k. temel yeteneğ. b.rleşt.rmes.ne dayanır:  

1. Reason,ng (Muhakeme): Model.n ne yapacağını planlaması, durumu 
anal.z etmes. ve stratej. bel.rlemes. (Düşünce Z.nc.r. - Cha.n of Thought).  
2. Act,ng (Eylem): Model.n dış dünya .le etk.leş.me geçmek .ç.n bel.rl. araçları 
(Tools) çağırması (API sorgusu, ver.tabanı araması, matemat.ksel .şlem vb.).  

 
1.2 ReAct Döngüsü  
ReAct ajanı l.neer (doğrusal) çalışmaz; döngüsel b.r süreç .zler:  

• Thought (Düşünce): "Kullanıcı X'. sordu. Bunu cevaplamak .ç.n Y b.lg.s.ne 
.ht.yacım var."  
• Act,on (Eylem): "Ver.tabanında Y'y. ara."  
• Observat,on (Gözlem): "Ver.tabanından gelen sonuç: Z."  
• Thought (Tekrar Düşünce): "Z b.lg.s.n. aldım, ş.md. bunu kullanıcının 
sorusuna uyarlayab.l.r.m."  
• F,nal Answer (N,ha, Cevap): "Cevap Z'd.r."  

  
2. Klas,k RAG vs. ReAct Agent M,mar,s,  
Mevcut s.stemler.n.zle kıyaslandığında ReAct'ın farkını anlamak, doğru m.mar.y. kurmak 
.ç.n kr.t.kt.r.  
2.1 Klas,k RAG (Retr,eval-Augmented Generat,on)  
Klas.k RAG akışı "Tek Atımlık" (One-Shot) b.r süreçt.r ve determ.n.st.kt.r.  



• Akış: Sorgu -> Embedd.ng -> Retr.eval -> Context B.rleşt.rme -> LLM Cevap Üret.m..  
• Eks,kl,k: Eğer çek.len döküman soruyu cevaplamaya yetmezse, s.stem tıkanır veya 

halüs.nasyon görür. Model.n "Bu b.lg. yeters.z, başka b.r yere bakmalıyım" deme 
şansı yoktur.  

• Rol: LLM burada sadece b.r "Okuyucu/Özetley.c."d.r.  
2.2 ReAct Agent,c RAG  
ReAct yapısında RAG, s.stem.n tamamı değ.l, sadece b,r aracıdır (Tool).  

• Akış: Sorgu -> Ajan (Reason.ng) -> Karar -> RAG Tool (Retr,eval) -> Ajan 
(Observat.on) -> Ajan (Cevap).  

• Avantaj: Ajan, RAG'dan gelen b.lg.y. anal.z eder. Eğer b.lg. eks.kse aramayı tekrarlar 
(Self-Correct.on) veya farklı b.r araç kullanır (Tool Sw.tch.ng).  

• Rol: LLM burada b.r "Orkestratör/Karar Ver.c."d.r.  
  
3. M,mar, Konumlandırma ve Entegrasyon  
Mevcut RAG p.pel.ne'ınızı ReAct m.mar.s.ne entegre ederken b.leşenler.n roller. yen.den 
dağıtılmalıdır.  
3.1 Katmanlı M,mar,  

1. Orkestrasyon Katmanı (The Bra,n):  
a. ReAct Agent burada çalışır.  
b. System Prompt burada tanımlanır.  
c. Hafıza (Conversat.on H.story) burada tutulur.  

2. Araç Katmanı (The L,mbs):  
a. RAG Tool: Vektör ver.tabanına er.ş.m sağlar.  
b. Math Tool: Hesaplamalar yapar.  
c. API Tool: Dış ver. (Hava durumu, borsa vb.) çeker. 

3. Ver, Katmanı (The Knowledge):  
a. Vector DB (Chroma, P.necone vb.)  
b. Dökümanlar (PDF, TXT)  

 
3.2 RAG B,leşenler,n,n Dönüşümü  
Mevcut RAG yapınızdak. b.leşenler.n ReAct'a adaptasyonu:  

Bileşen  
Klasik RAG 
Rolü  

ReAct  
Mimarisi 
Rolü  

Yapılması Gereken Değişiklik  

Chunking & 
Embedding  

Veri  
Hazırlığı  

Veri Hazırlığı  Değişiklik Yok. Aynı altyapı korunur.  

Vector  
Database  

Ana Bilgi 
Kaynağı  

Ana Bilgi 
Kaynağı  

Değişiklik Yok.  

Retriever  
Döküman  
Getirici  

Döküman  
Getirici  

Bir Python fonksiyonuna (Tool) sarılır.  



LLM  
(Generation)  

Cevap  
Üretici  

Kaldırılır  
RAG fonksiyonu LLM cevabı değil, ham 
metin (Raw Context) döndürmelidir.  

System 
Prompt  

Cevaplayıcı  Yönlendirici  
Prompt artık cevabı değil, "Ne zaman 
RAG'a gidileceğini" tarif eder.  

  
4. Uygulama Adımları: M,n,mum Refactor ,le Geç,ş  
Öğrenc.ler.n projeler.n. bozmadan ReAct'a geç.ş yapmaları .ç.n .zlemeler. gereken tekn.k 
yol har.tası:  
Adım 1: RAG P,pel,ne'ını "Sess,zleşt,rmek"  
Mevcut RAG kodunuz muhtemelen retr.eve ed.p ardından generate etmekted.r.  
generate kısmını (yan. LLM'e g.den son adımı) kes.n.  

• Esk, Çıktı: "Ş.rket pol.t.kasına göre .z.nler 14 gündür." (LLM Cümles.)  
• Yen, Çıktı: "Döküman ID: 102 - İçer.k: ....z.nler .lk yıl 14 gündür..." (Ham Str.ng)  

Adım 2: RAG Tool Wrapper Yazımı  
Retr.ever fonks.yonunu, Ajanın kullanab.leceğ. b.r formata sokun.  
• Pseudo-Code (Kavramsal Kod):  
Python def rag_knowledge_base_tool(sorgu):  
    """  
    Ş.rket .ç. dökümanlarda, kurallarda ve raporlarda arama yapar.  
    Genel sohbet .ç.n kullanma.  
    """     belgeler = vector_db.s.m.lar.ty_search(sorgu)     return b.rlest.r(belgeler) # Sadece 
met.n döndür  
  
Adım 3: ReAct Prompt Tasarımı  
Ajanın beyn.n. (System Prompt) yapılandırın.  
• Prompt Şablonu:  
Sen b.r ReAct ajanısın. Aşağıdak. araçlara er.ş.m.n var:  
1. rag_knowledge_base_tool: Sadece dökümanlardan b.lg. gerekt.ren sorularda kullan.  
Düşün (Thought) -> Aks.yon (Act.on) -> Gözlem (Observat.on) döngüsünü tak.p et.  
Asla kend. b.lg.ne güvenme, mutlaka RAG aracını kontrol et.  
  
5. Örnek Akış Senaryoları (Trace)  
ReAct + RAG entegrasyonunun gücünü gösteren .k. farklı senaryo. Senaryo A: Doğrudan 
RAG Sorgusu  
Kullanıcı: "Staj defter.n. ne zaman tesl.m etmel.y.m?"  

1. Agent (Thought): Kullanıcı staj prosedürünü soruyor. Bu b.lg. ş.rket 
dökümanlarında olmalı. rag_knowledge_base_tool kullanmalıyım.  
2. Agent (Act,on): rag_knowledge_base_tool("staj defter. tesl.m tar.h.")  
3. System (Execut,on): Vektör DB taranır, .lg.l. paragraf bulunur.  
4. Agent (Observat,on): "Yönetmel.k Madde 5: Staj defterler., dönem.n son 
gününden .t.baren 7 .ş günü .ç.nde tesl.m ed.l.r."  



5. Agent (Thought): B.lg.y. buldum. Ş.md. kullanıcıya cevap vereb.l.r.m.  
6. Agent (F,nal Answer): "Staj defter.n.z. dönem b.t.m.nden sonrak. 7 .ş günü 
.ç.nde tesl.m etmel.s.n.z."  

Senaryo B: Mult,-Hop (Çok Adımlı) Sorgu  
Kullanıcı: "Geçen yılın faal.yet raporundak. net kârım .le bugünkü Apple h.sse f.yatını 
karşılaştır."  

1. Agent (Thought): İk. b.lg.ye .ht.yacım var. 1) Rapordak. net kâr (RAG), 2) 
Güncel Apple h.sses. (Dış API). Önce raporu bulayım.  
2. Agent (Act,on): rag_knowledge_base_tool("2023 faal.yet raporu net kâr")  
3. Agent (Observat,on): "...2023 yılı net kârı 150 M.lyon USD olarak 
gerçekleşm.şt.r..."  
4. Agent (Thought): Kârı öğrend.m (150M). Ş.md. Apple h.sses.n. 
öğrenmel.y.m.  
5. Agent (Act,on): f.nance_tool("AAPL pr.ce")  
6. Agent (Observat,on): "220 USD"  
7. Agent (Thought): Ş.md. karşılaştırma yapab.l.r.m (Bu örnekte elmalarla 
armutlar olsa da, ajan .stenen. yapar).  
8. Agent (F,nal Answer): "2023 net kârınız 150 M.lyon USD .ken, Apple h.sses. 
şu an 220 USD'd.r."  

  
6. Sık Karşılaşılan Hatalar ve Öner,ler  

1. Sonsuz Döngü (Inf,n,te Loop): Ajan RAG'dan dönen cevabı beğenmezse 
sürekl. aynı aramayı yapab.l.r.  

a. Çözüm: Döngü l.m.t.n. (max_turns) 3-5 arasında tutun.  
2. Tool Halüs,nasyonu: Ajan var olmayan b.r aracı (örn: ema.l_sender) 
çağırmaya çalışab.l.r.  

a. Çözüm: System Prompt .ç.nde araç l.stes.n. çok net bel.rt.n.  
3. D,l Karmaşası: RAG'dan Türkçe ver. gel.p, Ajan İng.l.zce düşüneb.l.r.  

a. Çözüm: System Prompt'ta "Her zaman Türkçe düşün ve cevap ver" 
tal.matı ver.n veya RAG ver.s.n. özetleterek alın.  

 


