
NLP - LORA EĞİTİMİ PROJESİ YOL HARİTASI 

Bu projede amacımız, pretra1n ve f1ne-tune ed1lm1ş hazır b1r LLM (Instruct) model1n1 alıp, 
ona daha 1y1 kod yazmayı öğretmekt1r. Bunu LoRA adı ver1len ver1ml1 b1r yöntemle 
yapacağız. 

 

Kaynaklar ve İnd>rme L>nkler> 

Projeye başlamadan önce aşağıdak1 kaynakları hazır ed1n: 

• Temel Model (Base Model): Qwen2.5-Coder-1.5B-Instruct 1 

• Ver> Set> 1 (DEEP): CodeGen-Deep-5K 2 

• Ver> Set> 2 (DIVERSE): CodeGen-D1verse-5K 3 

• Rehber Doküman: Hugg1ngFace LoRA Tra1n1ng Gu1de 4 

 

Adım Adım Yapılacaklar L>stes> 

1. Adım: Model> Tanıyın 

• Temel model1 1nd1r1n ve kurun. 

• Ona b1rkaç Python sorusu sorun (1nference yapın). Model1n eğ1t1m önces1ndek1 
cevap kal1tes1n1 not ed1n. (Örn: Prepare a code to sum two 1nput value.) 

2. Adım: Ver>ler> İnceley>n 

• Öneml>: Eğ1t1m1 solut1on (sadece kod) alanını kullanarak yapacaksınız. 

• Ekstra: Deney1m kazanmak 1stersen1z output (düşünme adımları + kod) alanını da 
deneyeb1l1rs1n1z ama zorunlu değ1l. 

3. Adım: Eğ>t>m> Başlatın 

İk1 ayrı eğ1t1m yapacaksınız. İk1s1 de aynı temel modelden sıfırdan başlayacak: 

Eğ>t>m 1: Temel Model + DEEP Dataset 

Eğ>t>m 2: Temel Model + DIVERSE Dataset 

4. Adım: Checkpo>nt Seç>m> ve Test 

Eğ1t1m sırasında model1n1z bel1rl1 adımlarda (step) kayded1lecekt1r. Hang1 kaydın en 1y1s1 
olduğunu anlamak 1ç1n: 

• Kayded1len checkpo1nt'1 yükley1n. 

• Modele, eğ1t1m ver1s1nde olmayan yen1 b1r soru (prompt) gönder1n. 

https://huggingface.co/Qwen/Qwen2.5-Coder-1.5B-Instruct
https://huggingface.co/datasets/Naholav/CodeGen-Deep-5K
https://www.google.com/search?q=https://huggingface.co/datasets/Naholav/CodeGen-Diverse-5K
https://huggingface.co/docs/diffusers/training/lora


• Ürett1ğ1 cevabın kal1tes1n1 gözle kontrol ed1n. En mantıklı ve çalışan kodu üreten 
checkpo1nt'1 "F1nal Model" olarak seç1n. 

 

⚙ Tekn>k Ayarlar (Öner>len Başlangıç) 

⚠ Uyarı: Parametre ayarlarının "mükemmel" komb1nasyonunu bulmak kolay olmayab1l1r. 
İlk denemen1zde başarısız olursanız end1şelenmey1n; deneme-yanılma (tr1al-and-error) 
1le b1rkaç farklı ayar denemen1z gerekeb1l1r. 

• Epoch: 3 (Öner1) 

• Rank (r): 16, 32 veya 64 

• Alpha: Rank değer1n1n 2 katı (Örn: r=16 1se alpha=32) 

• Context Length: 1024 token (Solut1on alanı 1ç1n) 

• System Prompt (Zorunlu): "You are an expert Python programmer. Please read 
the problem carefully before wr1t1ng any Python code." 

 

Hata Çözümler> (OOM - Out of Memory) 

Ekran kartı hafızası yetmezse sırasıyla şunları uygulayın: 
1. Flash Attent1on 2 akt1f ed1n. 
2. Grad1ent Checkpo1nt1ng akt1f ed1n. 
3. Context Length'1 800'e düşürün. 
4. Hala hata alıyorsanız model1 8-b>t modunda yükley1n (Son çare). 

 

BENCHMARK GÖREVİ 

Eğ1tt1ğ1n1z modeller1n gerçekte ne kadar başarılı olduğunu görmek 1ç1n onları 41 adet 
AtCoder sorusu 1le test edeceğ1z. Amacımız en yüksek puanı alan "Checkpo1nt"1 
bulmak. 

1. Hazırlık: Test Ortamını Kurun 

Önce testler1 yapacak programı b1lg1sayarınıza 1nd1r1n. Term1nal1 açın ve şu komutları 
sırasıyla g1r1n: 

git clone https://github.com/naholav/CodeGen.git 
cd CodeGen 
pip install -r requirements.txt 

 

 

https://github.com/naholav/CodeGen.git


2. Klasör Düzen> (⚠ En Kr>t>k Adım) 

Test1n çalışması 1ç1n b1lg1sayarınızdak1 klasör yapısı b>reb>r aşağıdak1 g1b1 
olmalıdır. Eğ1tt1ğ1n1z modeller1 bu yapının 1ç1ne taşıyın:  

CodeGen/ 
+-- models/ 
 +-- deep_instruction/ <-- 1. egitim klasorunuz 
 | +-- checkpoints/ 
 | +-- checkpoint-step-300-epoch-1/ <-- LoRA dosyalari burada 
 | +-- checkpoint-step-400-epoch-2/ 
 | +-- checkpoint-step-500-epoch-2/ 
 | +-- ... 

| 
 +-- diverse_instruction/ <-- 2. egitim klasorunuz 

+-- checkpoints/ 
+-- checkpoint-step-300-epoch-1/ 
+-- checkpoint-
step-400-epoch-2/ 
+-- ... 

D>kkat: Checkpo1nt klasörler1n1z1n 1sm1nde mutlaka step ve epoch kel1meler1 geçmel1d1r. 
(Örn: checkpo1nt-step-500-epoch-2)  

 

3. Küçük B>r Kod Ayarı 

İnd1rd1ğ1n1z CodeGen klasöründek1 l>vecodebench_eval.py dosyasında 70. satırı bulun: 
Buradak1 1s1mler1n klasör 1s1mler1n1zle aynı olduğundan em1n olun.  

# Varsayilan: model_types: tuple = ("deep_think", "deep_instruction", 
"diverse_think", "diverse_instruction 
 
# Sizin klasor isimlerinize gore degistirin: model_types: tuple = 
("deep_instruction", "diverse_instruction") 

Not: Buradaki isimler models/ altindaki klasor isimleriyle birebir ayni olmali! 

Aynı dosyada 100. Satırı Bulun: Eğer eğ1t1m sırasında System Prompt'u değ1şt1rd1ysen1z 
burayı da güncelley1n. Değ1şt1rmed1ysen1z dokunmayın.  

 

4. Test> Başlatma 

Artık modeller1 sınav yapab1l1r1z. Term1nalde şu komutları çalıştırın: 

DEEP 1ç1n: python livecodebench_eval.py --model_type deep_instruction --
platform atcoder --difficulty easy 

DIVERSE 1ç1n: python livecodebench_eval.py --model_type diverse_instruction -
-platform atcoder --difficulty easy 



 

5. Sonuçları Okuma ve Raporlama 

Test b1tt1ğ1nde sonuçlar results/l1vecodebench/summary.json dosyasına yazılacaktır. 

1. Dosyayı açın. 

2. Her checkpo1nt 1ç1n Pass@1 değer1ne bakın. 

3. En yüksek yüzdeye sah1p olan checkpo1nt s1z1n kazanan model>n>zd>r. 

Örnek Çıktı: 
deep_instruction_checkpoint-step-300-epoch-1 19.5% 
deep_instruction_checkpoint-step-400-epoch-2 22.0% 
deep_instruction_checkpoint-step-500-epoch-2 26.8% <-- En iyi 
deep_instruction_checkpoint-step-600-epoch-3 24.4% 

 

🆘 Sık Yapılan Hatalar 

• "Checkpo>nt d>rectory not found": models klasörünün 1ç1ndek1 klasör 
1s1mler1n1z yanlış. Yukarıdak1 şemayı tekrar kontrol ed1n.  

• "No checkpo>nts found": Checkpo1nt klasör 1s1mler1n1z checkpo1nt-step-
... formatında değ1l. İs1mler1 düzelt1n.  

 

Tesl>m Ed>lecekler ve G>tHub Reposu 

Projen1n en öneml1 çıktısı hazırlayacağınız G>tHub Reposu ve Proje Raporudur. 

1. G>tHub Reposu (Zorunlu) 

Aşağıdak1 dosyaları 1çeren düzenl1 b1r repo oluşturmalısınız: 

• tra1n.py (Eğ1t1m kodlarınız) 

• eval.py (Test kodlarınız) 

• requ1rements.txt (Gerekl1 kütüphaneler) 

• Eğ1t1m Logları (Loss değerler1n1 1çeren dosyalar) 

2. Proje Raporu ve Graf>kler (Zorunlu) 

Hazırlayacağınız raporda şu anal1z kes1nl1kle yer almalı: 

• Loss Graf>ğ>: Tra1n, Val1dat1on ve Test ver1 setler1ndek1 Loss (hata) değerler1n1n 
değ1ş1m1n1 gösteren b1r graf1k hazırlayın. 

• Ver> Sıklığı: Bu graf1kte değerler her 20 adımda (step) b1r 1şaretlenm1ş olmalıdır. 



• Yorumlama: Graf1ğe bakarak model1n öğren1p öğrenmed1ğ1n1, ezberley1p 
ezberlemed1ğ1n1 (overf1tt1ng) yorumlayın. 

• En >y> Checkpo>nt: Eğ1t1mde farklı adımlarda kaydett1ğ1n1z modeller1n 
(checkpo1nts) arasından en 1y1 olanı Benchmarka göre nasıl bel1rled1ğ1n1z1 
aşağıdak1 tablo 1le göster1n: 

Model En Iy1 Checkpo1nt Pass@1 Cozulen Soru 

Base Model - ? ?27?/41 

Deep_1nstruct1on step-120 ?% ?33?/41 

D1verse_1nstruct1on step-180 ?% ?35?/41 

 

 


