NLP - LORA EGIiTiMi PROJESIi YOL HARITASI

Bu projede amacimiz, pretrain ve fine-tune edilmis hazir bir LLM (Instruct) modelini alip,
ona daha iyi kod yazmayi 6gretmektir. Bunu LoRA adi verilen verimli bir yontemle
yapacagiz.

Kaynaklar ve indirme Linkleri

Projeye baslamadan 6nce asagidaki kaynaklari hazir edin:

e« Temel Model (Base Model): Qwen2.5-Coder-1.5B-Instruct’

e Veri Seti 1 (DEEP): CodeGen-Deep-5K?

e Veri Seti 2 (DIVERSE): CodeGen-Diverse-5K 3

¢ Rehber Dokiiman: HuggingFace LoRA Training Guide *

Adim Adim Yapilacaklar Listesi
1. Adim: Modeli Taniyin
e Temel modeli indirin ve kurun.

¢ Ona birkacg Python sorusu sorun (inference yapin). Modelin egitim dncesindeki
cevap kalitesini not edin. (Orn: Prepare a code to sum two input value.)

2. Adim: Verileri inceleyin
o Onemli: Egitimi solution (sadece kod) alanini kullanarak yapacaksiniz.

e Ekstra: Deneyim kazanmak isterseniz output (distinme adimlar + kod) alanini da
deneyebilirsiniz ama zorunlu degil.

3. Adim: Egitimi Baslatin

iki ayri egitim yapacaksiniz. ikisi de ayni temel modelden sifirdan baslayacak:
Egitim 1: Temel Model + DEEP Dataset
Egitim 2: Temel Model + DIVERSE Dataset

4. Adim: Checkpoint Segimi ve Test

Egitim sirasinda modeliniz belirli adimlarda (step) kaydedilecektir. Hangi kaydin en iyisi
oldugunu anlamak igin:

¢ Kaydedilen checkpoint'i yukleyin.

e Modele, egitim verisinde olmayan yeni bir soru (prompt) gonderin.


https://huggingface.co/Qwen/Qwen2.5-Coder-1.5B-Instruct
https://huggingface.co/datasets/Naholav/CodeGen-Deep-5K
https://www.google.com/search?q=https://huggingface.co/datasets/Naholav/CodeGen-Diverse-5K
https://huggingface.co/docs/diffusers/training/lora

o Urettigi cevabin kalitesini gozle kontrol edin. En mantikli ve calisan kodu lireten
checkpoint'i "Final Model" olarak secin.

© Teknik Ayarlar (Onerilen Baslangig)

! Uyari: Parametre ayarlarinin "miakemmel" kombinasyonunu bulmak kolay olmayabilir.
itk denemenizde basarisiz olursaniz endiselenmeyin; deneme-yanilma (trial-and-error)
ile birkag farkli ayar denemeniz gerekebilir.

e Epoch: 3 (Oneri)

¢ Rank(r): 16, 32 veya 64

e Alpha: Rank degerinin 2 kati (Orn: r=16 ise alpha=32)
e Context Length: 1024 token (Solution alanticin)

e System Prompt (Zorunlu): "You are an expert Python programmer. Please read
the problem carefully before writing any Python code."

Hata Coziimleri (OOM - Out of Memory)

Ekran karti hafizasi yetmezse sirasiyla sunlari uygulayin:
1. Flash Attention 2 aktif edin.
2. Gradient Checkpointing aktif edin.
3. Context Length'i 800'e dusurun.
4. Hala hata aliyorsaniz modeli 8-bit modunda yukleyin (Son care).

BENCHMARK GOREVi

Egittiginiz modellerin gercekte ne kadar basarili oldugunu gérmek icin onlari 41 adet
AtCoder sorusu ile test edecegiz. Amacimiz en yuksek puani alan "Checkpoint"i
bulmak.

1. Hazirlik: Test Ortamini Kurun

Once testleri yapacak programi bilgisayariniza indirin. Terminali agin ve su komutlari
sirasiyla girin:
git clone https://github.com/naholav/CodeGen.git

cd CodeGen
pip install -r regquirements.txt



https://github.com/naholav/CodeGen.git

2. Klasoér Diizeni (! En Kritik Adim)

Testin calismasi icin bilgisayarinizdaki klasor yapisi birebir asagidaki gibi
olmaldir. Egittiginiz modelleri bu yapinin igine tasiyin:

CodeGen/
+-- models/
+-- deep instruction/ <-- 1. egitim klasorunuz

| +-- checkpoints/
| +-- checkpoint-step-300-epoch-1/ <-- LoRA dosyalari burada
| +-- checkpoint-step-400-epoch-2/
| +-- checkpoint-step-500-epoch-2/
| +-=
|
+-- diverse instruction/ <-- 2. egitim klasorunuz
+-- checkpoints/
+-- checkpoint-step-300-epoch-1/
+-- checkpoint-
step-400-epoch-2/
T

Dikkat: Checkpoint klasorlerinizin isminde mutlaka step ve epoch kelimeleri gegmelidir.
(Orn: checkpoint-step-500-epoch-2)

3. Kiicuik Bir Kod Ayari

indirdiginiz CodeGen klasoriindeki livecodebench_eval.py dosyasinda 70. satiri bulun:
Buradaki isimlerin klasor isimlerinizle ayni oldugundan emin olun.

model types: tuple = ("deep think", "deep instruction",
"diverse think", "diverse instruction

model types: tuple =
("deep instruction", "diverse instruction")

Not: Buradaki isimler models/ altindaki klasor isimleriyle birebir ayni olmali!

Ayni dosyada 100. Satiri Bulun: Eger egitim sirasinda System Prompt'u degistirdiyseniz
burayi da glincelleyin. Degistirmediyseniz dokunmayin.

4. Testi Baslatma
Artik modelleri sinav yapabiliriz. Terminalde su komutlari ¢galistirin:

DEEP igin: python livecodebench eval.py --model type deep instruction --
platform atcoder --difficulty easy

DIVERSE igin: python livecodebench eval.py --model type diverse instruction -
-platform atcoder --difficulty easy



5. Sonuclari Okuma ve Raporlama

Test bittiginde sonuclar results/livecodebench/summary.json dosyasina yazilacaktir.

1.

Dosyayl agin.

2. Her checkpointicin Pass@1 degerine bakin.

3. Enyuksekyuzdeye sahip olan checkpoint sizin kazanan modelinizdir.

Ornek Cikti:

deep instruction checkpoint-step-300-epoch-1 19.5%
deep:instruction:checkpoint—step—400—epoch—2 22.0%

deep instruction checkpoint-step-500-epoch-2 26.8% <-- En iyi
deep instruction checkpoint-step-600-epoch-3 24.4%

& sik Yapilan Hatalar

"Checkpoint directory not found": models klasorinun icindeki klasor
isimleriniz yanls. Yukaridaki semayi tekrar kontrol edin.

"No checkpoints found": Checkpoint klasér isimleriniz checkpoint-step-
... formatinda degil. isimleri diizeltin.

Teslim Edilecekler ve GitHub Reposu

Projenin en dnemli ¢iktisi hazirlayacaginiz GitHub Reposu ve Proje Raporudur.

1. GitHub Reposu (Zorunlu)

Asagidaki dosyalariiceren diizenli bir repo olusturmalisiniz:

train.py (Egitim kodlariniz)
eval.py (Test kodlariniz)
requirements.txt (Gerekli kUtiphaneler)

Egitim Loglar (Loss degerlerini iceren dosyalar)

2. Proje Raporu ve Grafikler (Zorunlu)

Hazirlayacaginiz raporda su analiz kesinlikle yer almali:

Loss Grafigi: Train, Validation ve Test veri setlerindeki Loss (hata) degerlerinin
degisimini gosteren bir grafik hazirlayin.

Veri Sikligi: Bu grafikte degerler her 20 adimda (step) bir isaretlenmis olmalidir.



¢ Yorumlama: Grafige bakarak modelin 68renip 68renmedigini, ezberleyip
ezberlemedigini (overfitting) yorumlayin.

o Eniyi Checkpoint: Egitimde farkli adimlarda kaydettiginiz modellerin

(checkpoints) arasindan en iyi olani Benchmarka gore nasil belirlediginizi
asagidaki tablo ile gosterin:

Model En lyi Checkpoint Pass@1 Cozulen Soru
Base Model - ? ?277?/41
Deep_instruction step-120 7% ?337/41

Diverse_instruction step-180 ?% ?357/41



